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The scientific research program on Large Hadron Collider (LHC) is carried out by the largest scientific collaborations. The CMS collaboration is responsible for the design and the construction of one of the two major detectors for LHC - Compact Muon Solenoid (CMS). The main goals of the CMS experiment participants on the initial stage are designing, creating and calibration of the CMS detectors, special software development. Russian institutes and JINR Member States were united for optimum performance of the accepted obligations as organizational structure - Russia and Dubna Member States (RDMS). RDMS provides the necessary strength to take responsibility for the construction of detectors for CMS and appears as a single scientific body. RDMS is going to concentrate the most of its efforts at design, building, commissioning and operation of substantial parts of the CMS detector in a number of areas and, in particular, in:

· Endcap Hadron Calorimeter (HE),

· Forward muon station (ME1/1),

· Very Forward calorimeter (HF).

Works on the informational systems and databases development and support are carried out in JINR [1] within the frameworks of this activity. 

The considered subject domain is very extensive and complex. It includes the information to physically set up the detector, information about the sub detector construction, information required to bring the detector in any running mode, information about detector conditions. It demands the system analysis by virtue of facilities complexity and extensiveness. A large number of the executors participate in the experiment. The collaboration structure includes 160 institutes, more than 2000 scientists and engineers. They are engaged in the decision of the various applied problems, using thus the same data. It is necessary to provide fast and effective access to actual information on works for all the participants within the frameworks of the given project. It is need to consider constantly varying requirements of participants to a structure of the kept information and access forms to it because facility works are carried out very intensively. It is necessary to predict possible information structures and access forms to the information for the future experiment participants. Data collection for studying the base entities and the processes, using these entities, are carried out stage by stage that requirements of all potential users have been satisfied. 

The work in real conditions demands databases designing for essential and current problems. Such a system structure considers the most often ways of access to data (applied approach). It’s necessary to design subject data bases to provide the informational supporting of the subject domain as a whole (subject approach). Thus, the developed information system must have such properties as flexibility, adaptability and efficiency. In the designing methodology it is necessary to use both subject and applied approaches because of necessity to join such inconsistent requirements as flexibility and efficiency. Subject approach is used for the building of the basic informational structure but applied approach — for the improvement of data processing efficiency and expansion of the functionality.

Data bases structure and hierarchy 

All physicist parameters and data in experimental research have a direct relation with the detector and sub detectors construction. A unique device consists of a large number of different integrated devices. In this case a zero level of databases structure must be Equipment database, which store structured data about all detectors parts as equipment elements. Next level of structure is Construction Database which stores information about relations between different equipment elements. Some equipment elements have special committed information such as test results, results and conditions of calibration process. The next levels are Configuration database and Conditions database. So, full databases structure and hierarchy is presented by:

Equipment management database

Holds structured data about all detectors parts as equipment elements; 

Construction databases

Holds all information about relations between different equipment elements;
Configuration database

Holds all information required to bring the detector in any running mode;

Conditions database

Holds all information about detector conditions (data on operating conditions).

Different types of database make different demands for interfaces. So the usual request for Equipment Database interface is worldwide distribution and human orienting (web interface), but the most common interface for Calibration Database is API. By the present time we have paid a special attention to the Equipment Database development and now Equipment Database sections are completely developed for storage of the information on ME1/1, HE and HF subsystems.

Equipment database is intended for storage of the information about equipment of various parts of the CMS detector. It should be independent from the concrete equipment as much as possible, available to store tests results and accompanying documentation. It should provide the opportunity of the new data input and information search on many criterions. Information about equipment should be committed with unstructured data like document files, images, drawings, figures and so on. A volume of such kind of data is about dozens of gigabytes. It is necessary to have data storage committed with databases in this case. This data storage must provide the next features: high-speed end easy data access, relations with mass storage system, reserve backups. The works have been organized in the following way: collection and accumulation of the information from concrete executors and participants of experiment, classification of the equipment elements, distribution on their groups and subgroups, the properties description, definition of communications between equipment elements. The analysis of the certain objects of the considered subject domain and their properties has allowed to define a basic entities set of the database designed. The conceptual database model was constructed as a result of these works. Such an approach has provided an opportunity to store the information on any equipment. Each of the ME1/1, HE and HF subsystems have some specific features. [2], [3]. Let's consider the subsystems in detail. 

ME1/1 Database

ME1/1 Database is a part of EndCap Database, which is designed by LIT JINR database group. ME1/1 

Database requirements:

· Necessity to store large volumes of different types of data concerned with equipment such as specification information, results of tests and calibrations, traveler lists (equipment history) and so on.

· Data can have different representations: files (test results, documentation), structured data (equipment specifications, relations between equipment elements), combined data (calibrations results).

Abstract description method of the detector elements was applied for designing of the ME1/1 databases structure. The detector elements were distributed on groups and subgroups. Common parameters with permanent values were found for each group of the elements. Sets of the specific attributes were defined for each subgroup of the elements. Events, occurring with each equipment element, are fixed at the equipment journals. Equipment journals are defined as the especial blocks. The set of the available values is defined for each equipment group. A set of the unstructured data in the forms of files can be related with each equipment element, group or subgroup equipment element. Files may be united in the groups (directories). Storage system of the test results is designed as a separate block. The test methods are defined for each equipment group. The sets of the checked parameters are defined for each method. Tests results are grouped by revisions. The files group may be linked with each test from the revision. A common approach to databases storage system structure is viewed on Fig.1. This structure is to be realized both at CERN and JINR in the same way. It will enable the significant part of work on ME1/1 module simulation, testing, calibration to carry out at JINR. 
ME1/1 informational system is realized on the environment:
· Database server: Oracle (provided by CERN IT and JINR LIT) 

· WEB Server: Internet Information Server (provided by CERN IT)

ME1/1 User Interface is realized by Web access.  
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Fig.1. Databases & storage system structure

Web interface provides the initial filling of database, different access levels for users, information search on different criterions, adding and updating data. Fig.2. views some stages of this interface.

HE Database
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Fig.2. ME1/1 User Interface

HE Database is intended for the storage of the technical parameters of different detector elements: tubes, index-bars, read-out boxes, megatiles; calibration results of the radioactive wire source, laser, LED and RBX calibration. The following types of data are stored for each tube: length of the plastic tube, length of the metal tube, estimated length of the tube, measured length of the tube, classification tags of the "problem tubes". Fig.3 views some stages of user interface to the HE database by Web.
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Fig. 3. HE User Interface

HF Database
HF Database contains data for each detector wedge. HF data are wedge calibration, beam wedge calibration and channel calibration. Database is placed at DEVDB CERN Oracle server.
Various stages of the navigation on HF Database by Web are viewed on Fig.4. Access is realized in two modes: wedge calibration and scan surface. 

Plan of the further work

The nearest plans are to continue the works on different subsystems databases development within frameworks RDMS CMS responsibility, in particular:

· Construction Database improvement

· To continue Calibration and Equipment Databases integration

· User WEB-interfaces improvement

· Uniform realization of storage system structure at CERN and JINR
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Fig.4. HF User Interface
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